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Offline meta-reinforcement learning (OMRL) is a promising RL

paradigm that learns from offline multi-task experience to adapt

to new tasks. In OMRL, the difference of the context collection

policy between training and test makes task representation and

adaptation unstable, which remains an understudied problem in

the fully offline setting.

In our work:

⚫ We propose CORRO for learning robust task representations

with fully offline datasets. It extracts task information from the

distribution of transitions, which is jointly determined by the

behavior policy and task.

⚫ We introduce bi-level task encoder, contrastive learning and

methods for negative pairs generation.

⚫ We empirically show the advantages of CORRO over prior

methods, especially on the generalization to out-of-distribution

behavior policies.

Main idea: we formalize the learning objective for the transition encoder to be

maximizing mutual information between the representation and the task:

The transition encoder aims at maximally reducing task uncertainty while

minimally preserving task-irrelevant information.

Solution: the mutual information is intractable. We derive a lower bound:

ℳ is the training tasks set. ℎ 𝑥, 𝑧 =
𝑃 𝑧 𝑥
𝑃 𝑧

. 𝑥 = (𝑠, 𝑎, 𝑟, 𝑠′) is a transition tuple in

the first task, 𝑥∗ = (𝑠, 𝑎, 𝑟∗, 𝑠∗′) is a transition tuple in task 𝑀∗, where (𝑠, 𝑎) follows

some distribution.

We introduce contrastive learning to approximately optimize the objective:

𝑋𝑖 is a task dataset. 𝑆 is a score function. 𝑧, 𝑧′ are representations of 𝑥, 𝑥′. 𝑧∗ is the

representation of a sample 𝑥∗ in task 𝑀∗. 𝑥∗ and 𝑥 share the same (𝑠, 𝑎).

⚫ Positive pair: to maximize the score of 𝑧, 𝑧′ , the encoder should extract

similar features for samples in the same task.

⚫ Negative pairs: to minimize the score of (𝑧, 𝑧∗), the encoder should capture

the essential variance of rewards and state transitions between different

tasks.

To measure the robustness of task representations, we propose OOD test: meta-test with out-of-

distribution context collection policies. CORRO outperforms baselines and has smaller gap

between IID and OOD.

CORRO is a context-based OMRL framework. It trains an agent

using pre-collected offline multi-task datasets.

⚫ Transition encoder: extracts latent representations for all the

transition tuples in the context trajectory.

⚫ Aggregator: gathers all the latent codes into a task

representation.

⚫ Policy and Q-function: they are conditioned on the task

representation to make decisions. They are trained with offline

RL method, together with the aggregator.

We propose a contrastive task representation learning method to

train the transition encoder, with several methods to generate

negative pairs.
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Negative Pairs Generation

Problem: without access to the reward and transition functions in all the tasks,

how to generate the negative samples 𝑧∗?

Solution: we propose methods to approximate the negative samples distribution

and generate diverse samples.

⚫ Generative modeling: use the offline data distribution 𝑃∪𝑖
𝑁𝑋𝑖

𝑟, 𝑠′ 𝑠, 𝑎 to

approximate the target distribution. Train a conditional VAE to generate

diverse 𝑥∗.

⚫ Reward randomization: if tasks only differ in reward functions, we add a

random perturbation to the reward to imitate the sample from other tasks.

𝑟∗ = 𝑟 + 𝜈, 𝜈~𝑃(𝜈).

When the state-action distributions in all the tasks are similar, generative

modeling can approximate the target distribution. When the overlap of state-

action pairs between tasks is small, CVAE may collapse. In this case, reward

randomization can still generate diverse samples to support contrastive learning.
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Training curves of meta-test performance.

The context distribution is same between

training and test. Tasks have different

reward (first row) or transition functions

(second row). CORRO learns efficiently,

outperforms Offline PEARL and FOCAL in

four environments and is close to the

supervised method.

Choice of negative pairs generation methods in

Half-Cheetah-Vel and Point-Robot. Latent space visualization in Half-

Cheetah-Vel.


