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Learning an accurate model of the environment is

essential for model-based control tasks. Existing

methods in robotic visuomotor control usually learn

from data with heavily labelled actions, object entities or

locations, which can be demanding in many cases. To

cope with this limitation, we propose a method that

trains a forward model from video data only, via

disentangling the motion of controllable agent to model

the transition dynamics. An object extractor and an

interaction learner are trained in an end-to-end manner

without supervision. The agent’s motions are explicitly

represented using spatial transformation matrices

containing physical meanings. Our method achieves

superior performance on learning an accurate forward

model in a Grid World environment, as well as a more

realistic robot control environment in simulation. With

the accurate learned forward models, we further

demonstrate their usage in model predictive control as

an effective approach for robotic manipulations.

Introduction

Method overview: In the object extractor, the observation 𝑥𝑡 is 

disentangled into a set of object feature maps 𝑚𝑡
𝑖 . {𝜑𝑡

𝑖} are 

transformation matrices extracted from consecutive frames 

{𝑥𝑡 , 𝑥𝑡+1}, representing objects’ motion. The spatial transformer 

transforms all the feature maps to reconstruct the next frame 

through the decoder. The interaction learner extracts action 

information through the transformed map 𝑚𝑡+1
0 , to predict the 

environment transition.  The training loss is:

Methods

Results

We evaluate our method in Grid World and a robotic simulation environment, comparing with supervised (World Models AE/VAE, E-

D CNN, C-SWM) and unsupervised (CLASP) baseline methods and an ablation method.

Video prediction:

In Fig 6, qualitatively, our proposed method based on STN achieves moderate 

prediction errors in recursive forecasts without losing the track of objects and the agent, 

while other methods either have more and more obscure image prediction results, like 

WM AE, or have accurate object location prediction but obscure agent prediction, like in 

CLASP and EDCNN. 

Table I shows the quantitative evaluation results, where 𝑀𝑆𝐸 means the mean squared 

error in image space, 𝑃𝑜𝑠 𝑒𝑟𝑟 means the estimated objects position error. Compared to

ours-No STN, our method with spatial transformers shows significant advantages in 

both environments. Even though our method cannot outperform all the baselines when 

models are trained on 100% action supervision, it can still have better performance than 

all baselines when they are trained on the reduced training set. Note that, even with 

10% of the action labels, the baselines still use more supervision than ours.

Problem setting: the environment for robotic/object 

manipulation is a Markov decision process, which can be 

represented as (𝑆, 𝐴, 𝑃). State 𝑠 ∈ 𝑆 is consecutive frames 

reflecting the position and velocity information of objects within 

the scene. The agent takes an action 𝑎 ∈ 𝐴 based on current 

state s and change it to the next state s’ according to the 

environment model 𝑃. Given a video dataset {𝑠} and a few 

transitions labelled with actions {(𝑠, 𝑎, 𝑠’)}, our target is to learn  

the environment model.

Model predictive control:

Based on the forward model with motion disentangling, we are able to solve 

planning and control tasks using model predictive control methods. We combine 

our model with cross entropy method (CEM) for optimal control.

In Fig 5, the forward model learned in our 

method with CEM is capable of achieving 

a much smaller average distance value 

(0.417) to the target positions, compared 

against all other methods (best 0.922).


